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ABSTRACT
This paper describes a 3D environmental data compression technique for oceanographic datasets. With proper point selection, our method approximates uncompressed marine data using an over-determined system of linear equations based on (but essentially different from) the Laplacian partial differential equation. Then this approximation is refined via an error metric. These two steps work alternatively until a predefined satisfying approximation is found.

Using several different datasets and metrics, we demonstrate that our method has an excellent compression ratio. To further evaluate our method, we compare it with 3D-SPIHT. 3D-ODETLAP averages 20% better compression than 3D-SPIHT on our eight test datasets, from World Ocean Atlas 2005. Our method provides up to approximately six times better compression on datasets with relatively small variance. Meanwhile, with the same approximate mean error, we demonstrate a significantly smaller maximum error compared to 3D-SPIHT and provide a feature to keep the maximum error under a user-defined limit.
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1. INTRODUCTION
As technology progresses, the availability of massive oceanographic data with global spatial coverage has become quite common. Various types of data, including salinity, temperature and oxygen of sea water, require measurement and storage in 3D, or even 4D over time for historical record. Researchers expect to be able to transmit these data over the internet, exposing them to the public, since the data provide a raw source of information about the environment we are living in.

Nevertheless, the research of processing and manipulating 3D oceanographic data has not advanced with the data inflation. Marine datasets are still stored as 3D value matrices where traditional compression algorithms don’t perform well, and it’s rare to find specially designed algorithms to compress 3D marine data. For example, Salinity[2] and Nutrients[5] in World Ocean Atlas 2005 are compressed with gzip, which was originally designed for plain text compression. Images have been produced for observation and analysis. Figure 1 visualizes the one original marine dataset [4] derived from WOA 2005.

Figure 1: 180 × 360 × 33 Percentage oxygen saturation data

In this paper, we use a 3D Over-determined Laplacian Partial Differential Equation (3D-ODETLAP) to approximate and lossily compress 3D marine data. First we construct an over-determined system using regular grid point selection; we then use an over-determined PDE to solve for a smooth approximation. The initial approximation might be
very coarse due to the limited number of selected points. Furthermore, we refine this approximation with respect to the original marine data by adding points with the largest error, and running 3D-ODETLAP again on the augmented representation to gain a better approximation. These two steps work alternately until a stopping criteria is reached, which is usually the maximum error.

2. PRED ART

Generally speaking, most of the methods used for 3D environmental scalar data compression are based on image and video compression techniques since they provide good compression with no (or low) loss of information. 2D and 3D wavelet-based methods are among the best ones.

In general, 2D compression techniques such as 2D wavelet decomposition, JPEG compression, and JPEG2000 compression decompose the data in rectangular sub-blocks and each block is transformed independently. Furthermore, the image data is represented as a hierarchy of resolution features and its inverse at each level provides a sub-sampled version of the original image. 3D environmental scalar data can be split into 2D image slices. Therefore the above advanced 2D compression techniques can be applied on the slices.

While the above methods are basically applications of the 2D method on 3D data, there are also truly 3D volumetric data compression techniques. Muraki[7] introduced the idea of using a 3D wavelet transformation for approximation and compression of 3D scalar data. Luo et al[6] used a modified embedded zero tree wavelet (EZW) algorithm[11] for compression of volumetric medical images. The EZW-approach has been improved upon by Said and Pearlman[9] with the SPIHT algorithm for images. This approach has been extended to a 3D-SPIHT algorithm which was used for video coding and with excellent results also for medical volumetric data[14] using an integer wavelet packet transform. A compression performance comparison has been conducted between 3D-SPIHT and our proposed 3D-ODETLAP method later in this paper.

3. 3D-ODETLAP

3.1 Definition

As implied by the name, 3D-ODETLAP, or Three Dimensional Over-Determined Laplacian Partial Differential Equation, is an extension of a Laplacian PDE $\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0$ to an overdetermined system of equations[12, 13]. Each unknown point induces an equation setting it to the average of its 3, 4, 5 or 6 neighbors in three dimensional space. We have the equation:

$$u_{i,j,k} = \frac{(u_{i-1,j,k} + u_{i+1,j,k} + u_{i,j-1,k} + u_{i,j,k-1} + u_{i,j,k+1})}{6} \quad (1)$$

for every unknown non-border point, which is equivalent to saying the volume satisfies 3D Laplacian PDE,

$$\frac{\delta^2 u}{\delta x^2} + \frac{\delta^2 u}{\delta y^2} + \frac{\delta^2 u}{\delta z^2} = 0 \quad (2)$$

In marine modeling this equation has the following limitations:

- The solution of Laplace equation never has a relative maximum or minimum in the interior of the solution domain, this is called the maximum principle[10] so local maxima are never generated.
- For different marine data distribution, the sole solution may not be the optimal one.

To avoid these limitations, an over-determined version of the Laplacian equation is defined as follows: apply the equation 1 to every non-border point, both known and unknown, and a new equation is added for a set S of known points:

$$u_{i,j,k} = h_{i,j,k} \quad (3)$$

where $h_{i,j,k}$ stands for the known value of points in S and $u_{i,j,k}$ is the “computed” value as in equation 1.

Because the number of equations exceeds the number of unknown variables, this means the system is over-determined. Since the system is very likely to be inconsistent, instead of solving it for an exact solution (which is now impossible), an approximated solution is obtained by trying to keep the error as small as possible. Equation 1 is approximately satisfied for each point, making it the average of its neighbors, which makes the generated surface smooth and resembles the real world situation. However, since we have known points where equation 3 is valid, they are not necessarily equal to the average of their neighbors. This is especially true when we have adjacent known points. Therefore, for points with multiple equations we can choose the relative importance of accuracy versus smoothness by adding a smoothness parameter when solving the over-determined system[3].

In our implementation, equation 1 is weighted by R relative to equation 3, which defines the known locations. So a small R will approximate a determined solution and the surface will be more accurate while a very large R will produce a surface with no divergence, effectively ignoring the known points. Instead of interpolation, approximation is a more suitable term for this method because the reconstructed volume is not guaranteed to go through the input data points. 3D-ODETLAP can be used as a lossy compression technique since the original terrain can be approximated with some error using the set of points S for equations 1 and 3.

3.2 Algorithm Outline

The 3D-ODETLAP algorithm’s outline is shown in Figure 2 and the pseudo code is given below. Starting with the
original marine volume data matrix, there are two point selection phases: firstly, the initial point set \( S \) is built by a simple regular grid selection scheme and a first approximation is computed using the equations 1 and 3. Given the reconstructed surface, a stopping condition based on an error measure is tested. In practice, we have used the mean percent error as the stopping condition. If this condition is not satisfied, the second step is executed. In this step, \( k \times 1 \) points with the biggest error are selected based on our “forbidden zone” method described below and then added into the existing point set \( S \); this extended set is used by 3D-ODETLAP to compute a more refined approximation. As the algorithm proceeds, the total size of point set \( S \) increases and the total error converges.

3.3 Forbidden Zone
The refined point selection strategy has flaws in that those selected points are often clustered due to high value fluctuation within a small region. In oceanographic datasets, if one point with large error is far away from others, it is most likely that its adjacent points are also erroneous and will be selected as well. Therefore, refined points selected may be redundant in some regions, which is a waste in compression. Forbidden zone is the check process we use to add new refined points: the spatial local neighbors of the new point will be checked to see if there is any existing refined points added in the same iteration. If yes, this new point is abandoned and the point with next biggest error is tested until we have a predefined number of refined points. In Figure 3, the big red sphere is the forbidden zone of one point. The yellow points are inside this sphere and thus not included. All the blue points are outside the zone and included.

3.4 Implementation Speed-up

3.4.1 Normal Equation
In order to solve the linear system \( Ax = b \) when \( A \) is non-symmetric, we can solve the equivalent system

\[
A^T Ax = A^T b
\]

which is Symmetric Positive Definite in our case because in our over-determined system, \( A \) is a rectangular matrix of size \( n \times m \), \( m < n \). This system is known as the system of the normal equations associated with the least-squares problem,

\[
\text{minimize} ||b - Ax||^2
\]

Before applying the normal equations method on our over-determined sparse linear system, our underlying solver to solve the over-determined system uses sparse QR decomposition in Matlab. It runs much slower than the Cholesky factorization, which solves Symmetric Positive Definite linear system as shown in Figure 4. Even with the overhead introduced by matrix multiplication, the normal equations method still solves our linear system significantly faster. The normal equations method enables us to solve small linear system very quickly, which makes our next scheme Dividing into Boxes feasible.

3.4.2 Dividing into Boxes
As you can see from Figure 4, solving a reasonable large 3D matrix, i.e., \( 100 \times 100 \times 100 \), still takes too much time. Linear regression test shows that 3D-ODETLAP is running approximately at \( T = \Theta(n^6) \) for an \( n \times n \times n \) matrix. And the memory cost is also high: solving a \( 90 \times 90 \times 90 \) 3D dataset takes about 9.8 CPU-hours and 55 GB of writable memory on four 2.4GHZ processors workstation with 60 GB of main memory running Ubuntu 9.04 and 64-bit Matlab R2009a. This is unacceptable because the 3d datasets in the real world is often significantly larger than the test one and the running time may be prohibitively long.

Within datasets, some points are quite distant and thus have nearly no influence on each other. Figure 6 shows that when we assign a high value to one point in the input to 3D-ODETLAP, only those points within a small neighborhood of this point are affected. Beyond that small region, the effect becomes negligible. This supports our hypothesis that it should be possible to divide large data sets into separate boxes, run 3D-ODETLAP on them individually, and achieve similar results to the non-box 3D-ODETLAP solution. Specifically, we created a \( 64 \times 64 \times 64 \)
3D matrix $A$ based on function $A = (\text{max-distance} - \text{distance})^2$, where $\text{max-distance}$ is the maximum distance from any points within the cube to its center and distance is the distance of this point to the center of the cube. Then we divide compressed $A$ into a $4 \times 4$ matrix whose elements are $16 \times 16 \times 16$ boxes. Then we run 3D-ODETLAP on each box individually and merge them together as shown in Figure 5.

Nevertheless, if we simply merge all the boxes together, we tend to have large errors at the edge and plane of a box, where there is less information to work with than running 3D-ODETLAP on the matrix as a whole.

Our solution is as follows: run two iterations on these data. First, 3D-ODETLAP is run individually on each box. Then, 3D-ODETLAP is run on the inner $48 \times 48 \times 48$ matrix which is the inner part of matrix $A$ with each box size of $16 \times 16 \times 16$. These two iterations enable us to have two calculated values for each point in the inner $48 \times 48 \times 48$ matrix and only one value for the rest of matrix $A$. Simply taking the average of both calculated values will reduce the errors at the edges and planes to some extent. But since we run 3D-ODETLAP redundantly on each point, we have the option to bias those erroneous edge and plane points' values and select those values close to the center of another box. In order to ignore those values of edges and plane points, we use a Euclidean Distance to assign weight to the two values of each point. The closer the point is to the center of its box, the more weight its value has and vice versa. Weighted average method produces smaller errors overall than others.

### 4. FURTHER COMPRESSION

The 3D spatial coordinates $(x, y, z)$ are different from value $v$ because they distribute evenly within the range $[1, 128]$ and $[1, 32]$ respectively in our test data. But values $v$ are distributed more closely and require higher precision. The run-length encoding is a simple lossless compression technique and it stores the value and the count of sequence with the same value. Because the $(x, y, z)$ values correspond to positions in a 3D matrix, we only need to store a binary value in each position to indicate whether this point is selected or not. So we define Run as a consecutive sequence of 0's or 1's to represent the selection of one point at each location. Thus, given a binary matrix of $N \times N^2 \times N^3$, we use simple run-length encoding to store value of Run.

## 5. RESULT AND ANALYSIS

### 5.1 Result on Oceanographic Data

We tested 3D-ODETLAP on actual marine data—WOA 2005, which is provided by NODC (National Oceanographic Data Center). WOA 2005 is a set of objectively analyzed climatological fields on a 1-degree latitude-longitude grid at 33 standard depth levels from sea surface to 5500 metres. For periods for the World Ocean. These variables include temperature, salinity, oxygen, oxygen saturation, Apparent Oxygen Utilization (AOU), phosphate, silicate and nitrate.

### Table 2: File size comparison after compression between Run length encoding method and simply storing quadruplets which contains three coordinates and values. Our RLE method further reduces file size ranging from 12% to 34% as indicated in the fourth row

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Data Range</th>
<th>Size(Mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salinity</td>
<td>PPS</td>
<td>[5.30, 40.90]</td>
<td>8.16</td>
</tr>
<tr>
<td>Temperature</td>
<td></td>
<td>[-2.08, 29.78]</td>
<td>8.16</td>
</tr>
<tr>
<td>Dissolved oxygen</td>
<td>ml/l</td>
<td>[0, 9.55]</td>
<td>8.16</td>
</tr>
<tr>
<td>Apparent oxygen utilization</td>
<td>ml/l</td>
<td>[-1.43, 7.87]</td>
<td>8.16</td>
</tr>
<tr>
<td>Percent saturation</td>
<td>%</td>
<td>[0.31, 117.90]</td>
<td>8.16</td>
</tr>
<tr>
<td>Phosphate</td>
<td>$\mu$M</td>
<td>[0, 4.93]</td>
<td>8.16</td>
</tr>
<tr>
<td>Nitrate</td>
<td>$\mu$M</td>
<td>[0, 54.45]</td>
<td>8.16</td>
</tr>
<tr>
<td>Silicate</td>
<td>$\mu$M</td>
<td>[0, 256.24]</td>
<td>8.16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Run length encoding (RLE)</th>
<th>Compr.xyz(RLE)</th>
<th>Compr.v</th>
<th>compr.(xyz+v)</th>
<th>Bzip2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size Reduction(%)</td>
<td>34.17%</td>
<td>19.42%</td>
<td>14.45%</td>
<td>12.32%</td>
<td>33.30%</td>
</tr>
</tbody>
</table>

### Table 2: Before compression, these are annual objectively analyzed climatology datasets on 33 standard depth levels from sea surface to 5500 metres on all 8 variables. Each point uses 4 byte to store its value in single precision and thus total size of each dataset is 8.16 Mb.

![Figure 7: This figure shows the Mean(left) and Max(right) percentage error as the number of points added at each iteration increases from 1 to 96. The dataset is $64 \times 64 \times 32$ 3D matrix derived from Percent Oxygen Saturation in WOA 2005. The number of selected points is 2100, smooth variable R is set to 0.01, sub-box is of size $32 \times 32 \times 32$, initial point selection picks every 5 along the regular grid and forbidden zone is of size 3.](image)

In our implementation, several parameters can affect the effectiveness of our method, including initial point selection, points added at each iteration, smooth variable R and size of forbidden zone. In order to achieve a high compression ratio while keeping the errors beneath a tolerant level, we approach as close as possible the optimal parameters for the all eight datasets by finding the best set of parameters for one dataset. This set of parameters works reasonably well for one dataset. This set of parameters works reasonably well for one dataset.
well with other datasets and if given enough computing resources, even better parameters can be found.

Figure 7 shows that as we increase the number of points added at each iteration, both mean error and max error are getting larger. But this doesn’t mean we should keep this number to minimum, because there is still a trade-off between computing time and compression ratio with a pre-defined error.

Besides the above parameters, the size of each sub-box also has an impact on the compression performance. As table 3 shows, the larger the size of the sub-box, the better performance we will gain. However, the complexity of our algorithm is extremely high as shown in Figure 4, so we chose the largest possible sub-box while keeping running time at tolerant level. For our test on WOA 2005 data, sub-box of size 30 × 30 × 30 runs in about 2000 seconds at each iteration on four 2.4GHz processors workstation with 60 GB of main memory running Ubuntu 9.04 and 64-bit Matlab R2009a. This is acceptable and we used a sub-box of size 30 × 30 × 30 in all our tests, considering that there are only 33 levels of depth in WOA 2005.

Based on our implementation, we applied 3D-ODETLAP on the data in 2. This gave us eight distinct datasets in the size of 180 × 360 × 30, which is reasonably large for testing purposes. In table5, we show that with a tolerant absolute percentage mean and max error, 3D-ODETLAP can achieve great compression ratio for all eight test datasets. Furthermore, the Silicate dataset from Table 5 and Table 4 has about the same mean percentage error: 0.9969% and 0.9996% respectively. But the compression ratio on the larger dataset is 165:1 while the one on the smaller dataset is only 81:1. This implies that 3D-ODETLAP may perform even better on larger datasets.

5.2 Compression Comparison with 3D-SPIHT

We have reported on experiments using all eight large oceanographic datasets extracted from WOA 2005. The size of each dataset is 128 × 128 × 32 with each scalar caring a single-precision value, stored in 4 bytes each and resulting in a total size of 2 Mbytes. The same data set was used for comparison in our experiments with the 3D-SPIHT method in order to provide an objective comparison of the compression performance of the two algorithms.

The quality of the compression is measured as above in terms of the mean and max percentage error over the range of the current dataset. The results are given in Table 4. Please note that we used bzip2 to further compress our results. Because 3D-SPIHT can’t compress its results using bzip2 further, the comparison is fair. From Table 4, we can see that while intentionally keeping mean percentage error at approximately 0.15% for salinity dataset and 1% for the seven other datasets, 3D-ODETLAP generally produces a better compression ratio on nearly all eight different datasets and even better maximum percentage error. Except that 3D-SPIHT performs better on temperature data than 3D-ODETLAP. In fact, we can specify the maximum max error when running 3D-ODETLAP to meet the special needs of some applications, while the 3D-SPIHT compression scheme cannot.

We can see from Table 4 that 3D-ODETLAP performs exceptionally well on Salinity data when compared with 3D-SPIHT. 3D-ODETLAP has a compression ratio 700% that of 3D-SPIHT’s. This is mainly due to the intrinsic data distribution of different datasets. In Figure 8, almost 90% of salinity data scalar value fall into the range of 40 to 45 PPS. In contrast, Percentage Oxygen Saturation data scalar value distributes more evenly in its data range as shown in Figure 8. Because 3D-ODETLAP approximates the whole marine dataset by selecting certain points to “represent” their neighboring ones, a dataset of almost “flat”, like salinity data, will require much fewer points to reconstruct from and thus will have better compression ratio while keeping errors the same with other methods. This feature of 3D-ODETLAP is especially valuable when we consider that lots of 3D marine, or even environmental datasets have a distribution with similar salinity in WOA 2005. Nevertheless, 3D-SPIHT is designed to be a general purpose compression method and can’t take advantage of this special feature of marine datasets.
### 6. CONCLUSION AND FUTURE WORK

This paper demonstrates our recent progress in three-dimensional oceanographic data compression and reconstruction that processes eight distinct datasets in WOA 2005 data which stores environmental information such as temperature, salinity, etc. Current popular 3D compression methods like JPEG 20000 and SPIHT extend their 2D compression to 3D. These methods may serve well for general purpose data compression, but for data that preserves features in a specific field, like WOA 2005 in marine study, they lack the flexibility to adjust themselves to the field. By contrast, the 3D-ODETLAP method has great adaptability to enable itself to find a good, though possibly not optimal, set of parameters to meet the needs for compressing data within a specific field.

Moreover, by applying wavelet-based 3D-SPIHT on the same oceanographic datasets we used testing 3D-ODETLAP, we find that 3D-ODETLAP can achieve much better compression ratio while intentionally keeping the mean percentage error on all respective datasets approximately the same. We can also obtain a much smaller maximum percentage error in our comparison.

One possible future extension is to speed up the linear solver for our PDE through parallelization. The emerging GPGPU technology may be a candidate for potential research given the fact that NVIDIA provides CUDA[8](Compute Unified Device Architecture) for data parallel computing and it’s been popular, relatively easy and much cheaper than computing on huge clusters.
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