Abstract

This paper presents a technique for employing high-performance computing for accelerating the exact evaluation of geometric predicates. Arithmetic filters are implemented using interval arithmetic to reduce the necessity of exact arithmetic while ensuring the results of the predicates are still exact. Furthermore, the computation with interval arithmetic is offloaded to a CUDA-enabled GPU. If the GPU detects that some results cannot be trusted, the corresponding predicates are re-evaluated in parallel on the CPU using arbitrary-precision rational numbers. As a case study, a red-blue 3D triangle intersection algorithm has been implemented. Since the intervals are implemented using floating-point numbers, the parallel computing power of GPUs for processing these numbers led to a speedup of up to 1936 times (when compared against a similar sequential implementation) in the evaluation of these predicates (and up to 414 times if the entire running-time of the algorithm is considered). The excellent performance associated to the exactness makes this technique suitable for accelerating geometric operations in fields such as CAD, GIS and 3D modeling.
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1. Introduction

A particular challenge in computational geometry problems is to address the errors caused by floating-point arithmetic. Inexact floating-point numbers violate most of the axioms of an algebraic field. For example, addition is not associative. Roundoff errors cause topological errors, such as causing an orientation predicate to report a point to be on the wrong side of a line segment. These errors may propagate to higher-level operations (such as using orientation predicates to compute a convex hull), what makes the design of correct algorithms even harder.

While there are heuristics (such as epsilon-tweaking and snap rounding) that try to solve this, they are not guaranteed to always work.

A technique to guarantee computation will be free from round-off errors is representing the coordinates with exact arbitrary-precision rational numbers. The drawback is that in some applications the overhead associated to these numbers may be unacceptable. Also, the number of digits in the numerator and denominator of these numbers grow as arithmetic operations are performed (the size is typically the sum of the number of digits in the operands) and, thus, performance may degrade if the computation tree is deep.

Some techniques have been proposed to cope with this performance problem. Namely, arithmetic filters using interval arithmetic represent each exact number $e$ as an interval of floating-point values containing $e$. Thanks to guarantees of the IEEE-754 floating-point standard, for each arithmetic operation a new interval (which is guaranteed to contain the exact result of that operation) can be computed. Thus, predicates can be initially evaluated using intervals. If it is detected that the exact result of that predicate can be inferred from the bounds of the interval, this result is computed. Otherwise, the expression is re-evaluated using exact arithmetic (or intervals with more precise number types). As mentioned in [5], most of the time computation with intervals is enough to infer the exact result and, thus, predicates can be efficiently and exactly evaluated without the overhead of exact computation.

While recently the computing capabilities of desktop computers and workstations have increased due to multi-core processors and accelerators such as GPGPUs (General Purpose Graphics Processing Unit) and MICs (Many Integrated Core Architecture), many algorithms are still designed considering sequential architectures and, thus, they cannot take advantage of this computing power.
In this paper, we propose the use of a combination of GPUs and multi-core CPUs to accelerate the evaluation of exact predicates using arithmetic filters. Our idea is to use the parallel processing power of the GPU to quickly evaluate a batch of predicates using interval arithmetic. GPUs are designed for fast floating point calculations, which makes them suitable for interval arithmetic. The (few) unreliable results are filtered and re-evaluated in parallel on the CPU using exact arithmetic.

A preliminary version of this framework was implemented and tested for computing the intersections between two sets of 2D segments [9]. The algorithm employs a uniform grid to cull the number of segments. The CPU traverses the grid and creates a list of pairs of segments, which is sent to the GPU for intersection evaluation using interval arithmetic. A list of results is then returned to the CPU. These results are represented using a flag with 3 possible values: intersection, no intersection or uncertain result (this is known as interval failure and it means this intersection cannot be safely determined using intervals). The CPU traverses this list and, for each interval failure, it computes the intersection using multiple-precision rational numbers. When compared against a sequential implementation, the algorithm achieved speedups of up to 289 times for intersection evaluation (and up to 40 times considering the entire running time) on a NVIDIA GTX 1070 Ti GPU.

In [26], we extended the previous algorithm for computing intersections between segments and triangles in 3D. However, a trivial extension did not yield a good performance, once the pre-processing step, where the CPU creates a list of pairs (of segments and triangles), became the bottleneck. Thus, in [26] we proposed a new method for associating the GPU threads with pairs to be tested. 3 auxiliary arrays are employed in order for each thread to determine the pair it is responsible for processing.

This implementation led to a speedup of up to 17 times when compared against a sequential implementation (on a NVIDIA GTX 1070 Ti GPU). Besides the fact that 3D predicates are more complex than 2D (which leads to more thread divergence), another reason for the smaller speedup of the 3D version is a bounding-box culling step that has been added to this algorithm before the intersection tests: this improved its performance, but the improvement in the sequential version was better than in the parallel one (since the bounding-box test creates more thread divergence on the GPU).

Finally, in this paper, we extended the framework even further, improving the bounding-box step to increase the parallel speedup and, also, creating
the array of pairs on the GPU. Furthermore, another improvement presented in this paper is the usage of single-precision floating-point arithmetic (which typically present higher performance than double-precision on GPUs) for the intervals (the unreliable results are re-evaluated with double-precision and, if they are still unreliable, with rationals).

These novel ideas are evaluated in a new case study: detecting the pair-wise intersections of triangles (in 3D) from two meshes, which is described in section 4. Experiments have been performed on a faster NVIDIA RTX 8000 GPU and we observed a speedup of up to 1936 times for intersection evaluation (compared against a sequential implementation), and up to 414 times for the entire running time (the intersection and total speedups on the lower-end GTX 1070 Ti GPU were, respectively, 407× and 158×).

The performance and correctness make this technique suitable, for example, for processing large datasets (where the chance of failure in inexact algorithms is higher) in interactive applications such as GIS and CAD systems.

2. Background

2.1. Roundoff errors

Non-integer numbers are typically approximately represented in computers with floating-point values. The difference between the value of a non-integer number and its approximation is often referred as roundoff error. Even though these differences are usually small, these errors accumulate as sequences of arithmetic operations are performed. The presence of floating point errors in computer programs often creates serious consequences in diverse fields such as the failure of the first Ariane V rocket [10] and the failure of the Patriot missile defense system [32].

In geometry, roundoff errors can generate topological inconsistencies causing globally impossible results. For example, if the point of intersection of two line segments is computed, the result may not lie in any of the two lines. Kettner et al. [21] presented some examples of failures caused by roundoff errors in computational geometry problems. In this study, they presented examples of how the evaluation of orientation predicates can be affected by floating-point errors. As a result, algorithms (such as one for computing convex hulls) relying on these predicates may fail.

The planar orientation predicate is the problem of finding whether three points $p = (p_x, p_y)$, $q = (q_x, q_y)$, $r = (r_x, r_y)$ are collinear, make a left turn,
or make a right turn. This predicate is computed by evaluating the sign of the following determinant:

\[
\begin{vmatrix}
p_x & p_y & 1 \\
q_x & q_y & 1 \\
r_x & r_y & 1
\end{vmatrix}
\]

Positive, negative and zero signs mean that \((p, q, r)\), respectively, make a left turn, right turn or are collinear. Roundoff errors may make the sign of this determinant to be evaluated wrongly, mis-classifying the orientation. To illustrate this problem, Kettner et al. [21] implemented a program to apply the planar orientation predicate (\textit{orientation}(p, q, r)) on a point \(p = (p_x + xu, p_y + yu)\) where \(u\) is the step between adjacent floating point numbers in the range of \(p\) and \(0 \leq x, y \leq 255\). This results in a \(256 \times 256\) matrix containing either blue, yellow and red points meaning that the corresponding point is detected to be above, on or below the line that passes through \(q\) and \(r\). Figure 1 shows the geometry of this experiment for \(p = (0.5, 0.5)\), \(u = 2^{-53}\), \(q = (12, 12)\) and \(r = (24, 24)\). As it can be seen, several points have their orientation computed incorrectly.

As shown by [21], these inconsistent results in the orientation predicates could make algorithms that use this predicate to fail.

Some techniques have been proposed to handle this problem. The simplest one, the epsilon-tweaking, consists of using an \(\epsilon\) tolerance that considers two values \(x\) and \(y\) are equal if \(|x - y| \leq \epsilon\). However this is a formal mess.
because equality is no longer transitive, nor invariant under scaling. Thus, in practice, epsilon-tweaking fails in several situations [21].

Snap rounding is another method to approximate arbitrary precision segments into fixed-precision numbers [15]. However, Snap rounding can generate inconsistencies and deform the original topology if applied consecutively on a data set. Some variations of this technique attempt to get around these issues [8, 14, 4].

Shewchuk [30] presents the Adaptive Precision Floating-Point technique for exactly evaluating predicates. The idea is to perform this evaluation using the minimum amount of precision necessary to achieve correctness. As a result, it is possible to develop some efficient exact geometric algorithms. Geometric predicates can often be evaluated by computing the sign of a determinant and, thus, the actual value of this determinant does not need to be exactly computed as long as the sign of the approximated result is guaranteed to be correct. To determine if the sign of an approximation can be trusted, the approximation and an error estimate are computed and, if the error is big enough to make the sign possibly incorrect, the values are recomputed using higher precision. As mentioned by Shewchuk [30], this technique is not suitable to solve all geometric problems. For example, “a program that computes line intersections requires rational arithmetic; an exact numerator and exact denominator must be stored” [30].

The formally proper way to effectively eliminate roundoff errors and guarantee algorithm robustness is to use exact computation based on rational number with arbitrary precision [22, 17, 21, 38]. Computing in the algebraic field of the rational numbers over the integers, with the integers allowed to grow as long as necessary, allows the traditional arithmetic operations, $+, -, \times, \div$, to be computed exactly, with no roundoff error.

The cost is that the number of digits in the result of an operation is about equal to the sum of the numbers of digits in the two inputs. E.g., $\frac{214}{33} + \frac{659}{781} = \frac{452481}{338173}$. Casting out common factors helps, but that is rarely possible. However, this behavior is acceptable if the depth of the computation tree is small. Also, the performance penalty associated with rationals can be significantly reduced by employing techniques such as arithmetic filtering with interval arithmetic, as we will discuss in section 2.2.

2.2. Arithmetic filters and interval arithmetic

One technique to accelerate algorithms based on exact arithmetic is to employ arithmetic filters and interval arithmetic [27]. The idea is to use an
interval of floating-point numbers containing each exact value. During the
evaluation of predicates (which typically consists in the computation of the
sign of an arithmetic expression), the arithmetic operations are initially ap-
plicated to the intervals. After each arithmetic operation the result (an interval)
is adjusted to guarantee that it will still contain the exact result of the op-
eration (this is called the containment property). At the end, if the sign of
the exact result can be safely inferred based on the sign of the bounds of the
interval, its value is returned. Otherwise, the predicate is re-evaluated using
exact arithmetic instead of the floating-point intervals. The term arithmetic
filter derives from the process of filtering the unreliable results and recom-
puting them with exact arithmetic.

The key to the correct and efficient implementation of operations with
interval arithmetic is the fact that the IEEE-754 standard for floating-point
numbers explicitly define how the arithmetic operations are approximated:
“the result of operations can be seen as if they were performed exactly, but
then rounded to one of the nearest floating-point values enclosing the exact
value” [27]. IEEE-754 also defines three rounding-modes (that can be se-
lected at runtime): the results of the operations can be rounded to the near-
est representable floating-point value, towards −∞ or +∞ (which selects,
respectively, the previous or the next nearest representable floating-point
numbers).

These rounding modes are employed to adjust the intervals after each
arithmetic operation, which guarantees that they always contain the ex-
act value of the expressions. [27] illustrates this process with the addi-
tion operation. Suppose \( x_{\text{Interval}} = [x_{\text{lower}}, x_{\text{upper}}] \) and \( y_{\text{Interval}} =
[y_{\text{lower}}, y_{\text{upper}}] \) are, respectively, floating-point intervals containing the
exact values \( x_{\text{Exact}} \) and \( y_{\text{Exact}} \). The floating-point interval \( [x_{\text{lower}} \pm
y_{\text{lower}}, x_{\text{upper}} \mp y_{\text{upper}}] \) (where \( \pm \) and \( \mp \) represent, respectively, rounding
towards \( -\infty \) or \( +\infty \)) is guaranteed to contain the exact value of the
expression \( x_{\text{Exact}} + y_{\text{Exact}} \).

Since the intervals are computed in a way that the containment property
is always preserved, if both bounds have the same sign then this sign is
equal to the exact sign of the expression. Otherwise, the interval cannot be
employed to infer the exact sign and thus, the expression will have to be
re-evaluated with exact arithmetic (we refer to this as an interval failure).
For example, if \( x_{\text{Exact}} \) is in the interval \([0.01, 0.03]\), then \( x_{\text{Exact}} \) is certainly
a positive number. However, if \( x_{\text{Exact}} \) is in the interval \([-0.0001, 0.0001]\),
then the sign of \( x_{\text{Exact}} \) can be either negative, zero or positive.
Since the roundoff errors accumulate, the width of the intervals increases as arithmetic operations are performed and thus, the deeper the computation tree is, the higher are the chances that computation with exact arithmetic will be necessary, which could slow down the algorithms. However, many practical algorithms do not present this problem [27].

While arithmetic filters can accelerate predicates, in some situations the exact computation cannot be avoided. For example, exact arithmetic would be necessary in operations where new geometric objects (e.g.: points) have to be computed (these types of operations are called geometric constructions). To illustrate this example, consider the problem of computing pairwise intersections of line segments: arithmetic filters could be employed to accelerate the orientation predicates employed to detect if two line segments do intersect, but exact arithmetic is necessary in order to output the (exact) coordinates of the vertices generated by the intersection of pairs of edges.

The excellent Computational Geometry Algorithms Library (CGAL) [35] supports exact computation through the use of arbitrary precision rational numbers (it also supports other number types) and arithmetic filters in its algorithms. Furthermore, this library provides a framework that allows programmers to easily develop algorithms with arithmetic filters.

There are multiple types of arithmetic filters [27]. Listing 1 illustrates one of the ways to develop an arithmetic filter using C++ and CGAL: variables with the suffix _exact were created as GMP[13] (GNU Multiple Precision Arithmetic Library) arbitrary precision rationals (which are represented using the mpq_class type) while the ones with suffix _interval were defined using the interval arithmetic number type provided by CGAL. Arithmetic and boolean operators are overloaded for both the interval and arbitrary precision arithmetic types. If the comparison (line 8) cannot be evaluated safely, CGAL throws an unsafe_comparison exception. Once that exception is caught, the predicate can be re-evaluated using the exact version of the respective variables (line 14).

A challenge happens when a sequence of operations needs to be performed: in this situation, we may not know the exact value of the operands (since they were generated by several operations). CGAL provides a more generic and reusable type of filter that solves this by using a DAG (directed acyclic graph) to represent the history of operations employed to generate each geometric object.

This kind of filter is transparent to the user (not requiring an explicit try... catch block similar to the one shown above). For example, if the test
Listing 1: Using CGAL interval arithmetic framework

```cpp
bool predicate(mpq_class x_exact,
               mpq_class y_exact,
               CGAL::Interval_nt<> x_interval,
               CGAL::Interval_nt<> y_interval) {

    try {
        if (x_interval + y_interval > 0)
            return true;
        else
            return false;
    }

    catch (CGAL::Interval_nt<>::unsafe_comparison& ex) {
        if (x_exact + y_exact > 0)
            return true;
        else
            return false;
    }
}
```

If \( (a + 2 \times b + c < 0) \) is performed, then intervals will be employed to try to evaluate the test without the necessity of computing with the rationals. Assume \( temp = a + 2 \times b + c \) is the temporary value computed during the evaluation of \( (a + 2 \times b + c < 0) \). If the sign of \( temp \) cannot be safely evaluated, its precision is increased (for example, by recomputing its value using rationals). This can be performed because the DAG associated to \( temp \) represents the history of operations that originated that value. I.e., \( temp \) knows it was computed by multiplying \( b \) by 2 and adding the result to \( a \) and \( c \). This exact re-evaluation is lazily delayed until it is really needed (“as hopefully it won’t be needed at all” [27]).

While these filters have some advantages (for example, they are efficient and can be easily and transparently used by developers), they also have some drawbacks. For example, the history DAG has a significantly high memory consumption, is hard to be maintained and is not thread-safe. Thus, even operations that do not modify the geometric objects (for example, “read-only” operations such as orientation predicates) often cannot be executed in
2.3. High-performance computing and CUDA

The advent of powerful multi-core CPUs and General Purpose GPUs (GPGPUs) with thousand of cores has increased the computing capability of relatively inexpensive computers. For example, currently (2020) a NVIDIA GeForce 1070 Ti (a GPU with 2432 cores) can be purchased for $700 USD and provide 8 Tflop/s of peak floating-point performance. Thus, it is important to design parallel algorithms able to use this computing power.

High-performance computing has been employed to accelerate some geometric algorithms. For example, Geometric Performance Primitives (GPP), the commercial product described in [2], performs (non-exact) map overlays using GPUs.

Zhou et al. [19] and Magalhães et al. [25] have developed parallel (for shared-memory multi-core CPUs) and exact algorithms for performing boolean operations on 3D meshes. Zhou et al. [19] uses CGAL routines (for example, to detect triangle-triangle intersections, to evaluate point-plane predicates, to perform Delaunay triangulations, etc) with an exact kernel with a lazy number type. Since these operations are not thread-safe, the authors have employed mutex locks to ensure correctness. Magalhães et al. [25], on the other hand, achieved thread-safeness by explicitly managing the exact arithmetic operations. For example, they implemented their own orientation predicates (using CGAL’s interval arithmetic number type) and explicitly re-evaluated these predicates when the intervals were not reliable enough to ensure exactness (thus, CGALs’ lazy evaluation using the history DAG was not employed in this algorithm).

While there have been exact and parallel algorithms for processing geometric data, porting these algorithms to GPUs is still a challenge, particularly when exact arithmetic operations with arbitrary-precision rationals is required. The algorithms employed in arbitrary-precision arithmetic “are not easily portable to highly parallel architectures, such as GPUs or Xeon Phi” [28]. One of the reasons for this is the typically non-trivial memory management required by this kind of computation [20].

Thus, libraries for performing higher-precision arithmetic on GPUs (such as CAMPARI [20] and GARPREC [23]) are typically designed to process extended-precision floating-point numbers.

However, thanks to arithmetic filters, floating-point operations can significantly reduce the frequency that rationals are required [5]. In this work, we
combine the parallel computing capability of CPUs with GPUs for exactly performing geometric operations. The exact representation of the geometric objects is kept on the CPU, while approximate intervals (represented with floating-point numbers) are stored on the GPU. The combinatorial component of the geometric algorithms is executed on the CPU and the parallel evaluation of geometric predicates is offloaded to the GPU, which returns the exact result of each one or a flag indicating that a given predicate could not be safely evaluated with the intervals. The CPU, then, re-evaluates (also in parallel) these predicates that failed on the GPU.

While there has been research [6, 7] on the field of implementing interval arithmetic on GPUs, these works have focused on computer graphics applications (like ray tracing) and have not employed this technique to accelerate exact geometric computation using arithmetic filters.

3. Implementing exact parallel predicates

As stated in section 2.2, a correct implementation of interval arithmetic relies on hardware compliance to the IEEE-754 standard. NVIDIA’s GPUs double and single precision floating point implementations are in accordance with the standard since compute capabilities 1.3 and 2.0, respectively [37]. They adopt its newest version (IEEE-754:2008, as of June 2019), which allows the rounding criteria to be selected per machine instruction, completely removing the mode switching overhead [6].

In order to make interval arithmetic transparent during the evaluation of geometric predicates, we created a separate class, based on Collange et al. [6], to perform the calculations. Through operator overloading, the predicate code remains clean and concise, once the compiler intrinsics are hidden from the user.

For example, as mentioned by Collange et al. [6], the addition of two intervals \([a, b]\) and \([c, d]\) can be performed using the expression \([a, b] + [c, d] = [a + c, b + d]\) (where \(a + c\) and \(b + d\) indicate, respectively, the expression is rounded towards \(-\infty\) and \(+\infty\)). Listing 2 illustrates the implementation of the addition method, where the CUDA C functions \_dadd_rd and \_dadd_ru switches the double precision floating point rounding mode for additions to \(-\infty\) and \(+\infty\), respectively.

Besides the other arithmetic operators, whose implementations are similar to addition, our class has also the method \textit{sign}, which returns 1, 0, or \(-1\) if the interval’s sign is guaranteed to be, respectively, positive, zero or negative.
Listing 2: Some methods of our CudaInterval class

```cpp
#define INTERVAL_FAILURE 2

class CudaInterval {
public:
    __device__ __host__
    CudaInterval(const double l, const double u) : lb(l), ub(u) {}

    __device__
    CudaInterval operator+(const CudaInterval& v) const {
        return CudaInterval(__dadd_rd(this->lb, v.lb),
                            __dadd_ru(this->ub, v.ub));
    }

    __device__
    int sign() const {
        if (this->lb > 0) // lb > 0 implies ub > 0
            return 1;
        if (this->ub < 0) // ub < 0 implies lb < 0
            return -1;
        if (this->lb == 0 && this->ub == 0)
            return 0;

        // If none of the above conditions is satisfied,
        // the sign of the exact result cannot be inferred
        // from the interval. Thus, a flag is returned
        // to indicate an interval failure.
        return INTERVAL_FAILURE;
    }

private:
    // Stores the interval's lower and upper bounds
    double lb, ub;
};
```
If the sign can’t be inferred from the interval’s bounds a special error flag is returned instead. The 2D orientation predicate, described in Section 2.2, can be easily implemented on the GPU side with interval arithmetic using our class, as shows listing 3. However, when an interval failure occurs during the sign evaluation, the responsibility to correctly handle the case is delegated to the CPU. Nonetheless, as shown by [5], and reinforced by our case study (sections 4 and 5) interval failures are rare and they usually do not affect the algorithms’ overall performance.

Since GPUs are SIMT (Single Instruction, Multiple Threads) devices, its processing power can be explored by applying the same operation (for example, evaluating orientation predicates) on multiples triples of points in batch.

Even though this example is focused on 2D orientation predicates, it can be extended to other geometric operations using interval arithmetic.

Listing 3: Orientation predicate on GPU

```c
struct CudaIntervalVertex {
    CudaInterval x, y;
};

__device__ int orientation(
    const CudaIntervalVertex* p,
    const CudaIntervalVertex* q,
    const CudaIntervalVertex* r) {

    return ((q->x - p->x) * (r->y - p->y) -
            (q->y - p->y) * (r->x - p->x)).sign();
}
```

4. Fast red-blue intersection tests

To evaluate the ideas presented in this paper, we have implemented a fast and exact algorithm for detecting red-blue intersection of triangles in 3D. Given two sets of triangles $T_1$ and $T_2$ (assume the red and blue triangles are from, respectively, $T_1$ and $T_2$), the objective is to find the pairs composed of red and blue triangles that do intersect.

The main idea of our implementation is to index the triangles using a uniform grid. Then, the pairs of triangles that potentially do intersect (according to the index) are culled using a fast bounding-box test. The pairs that may still intersect are, then, evaluated using a triangle-triangle algorithm (which employs the geometric predicates with interval arithmetic described in this
Finally, the unreliable results (which happened due to interval arithmetic failures) are re-evaluated using exact arithmetic. Details about each step will be presented in the next subsections.

4.1. Uniform Grid Indexing

To avoid testing each triangle from $T_1$ against each one from $T_2$, we index the sets using a uniform grid. This data structure is typically employed in computational geometry to cull a combinatorial set of pairs of objects, generating a smaller subset with elements that are more likely to coincide [24]. If the input is uniformly independent and identically distributed, the expected size of the resulting subset is linear on the size of the input plus the output [1, 11, 18].

Given the sets of triangles $T_1$ and $T_2$, a grid $G$ with resolution $r$ (thus, containing $r \times r \times r$ cells) and dimensions equal to the bounding-box containing both $T_1$ and $T_2$ is created. Then, for each triangle $t$ from the two input sets, $t$ is inserted into the grid cells its bounding-box intersects. The intersecting triangles can be found by, for each grid cell $c$, testing all the pairs of red and blue triangles from $c$ for intersection.

Similarly to Magalhães et al. [25], we have chosen to use a ragged array as the underlying data structure to implement the uniform grid. The ragged array stores a collection of arrays in a contiguous block of memory, by keeping track of each array’s initial position. This has the advantage of being more cache friendly than storing one dynamic array per cell, since it can represent the entire grid in contiguous memory [24]. The entire structure being in contiguous memory also makes it easier to transfer the grid to the GPU. Figure 2 illustrates the indexing of a mesh using a 2D uniform grid built with a dynamic array (a), and a ragged array (b).
4.2. Bounding-box Culling

In big input meshes, the number of pairs of triangles to test for intersection may be large, even after indexing them with a uniform grid. Since the intersection between two bounding-boxes can be exactly determined using floating-point arithmetic (they consists in performing comparison operations with their bounds), testing them for intersection is faster than testing a pair of triangles. Thus, a culling is performed in order to quickly eliminate pairs of triangles that do not intersect according to their bounding-boxes.

Even though testing a pair of bounding-box using floating-point arithmetic is an exact operation, to ensure correctness it is important that the box $B_T$ of each triangle $T$ completely contains it. For example, if the input data is represented as double-precision floating-point numbers, but the bounds of the boxes are in single-precision: if $x_d$ is the largest $x$ coordinate of $T$, when $x_d$ is converted to its single-precision representation $x_f$, $x_f$ may be smaller than $x_d$ (then, the box would not completely contain $T$). A careful implementation should change the floating-point rounding mode in order to round up in this conversion (and round down the smaller coordinates).

The bounding-box filtering can be done on the GPU with two passes. In the first pass, the number of pairs whose bounding-boxes intersect each other is counted. Each thread is responsible for checking one pair of triangles, and if their bounding-box overlap, the thread increments a counter (stored in the GPU global memory) via an \textit{atomicAdd} operation (available in CUDA). As it will be shown in the experiments, the synchronized operation does not impose a significant performance overhead. If this step was a bottleneck of the algorithm, it could be improved by employing a more sophisticated reduction operation using a faster memory from the hierarchy.

The counter is returned to the CPU which allocates an array to hold all the pairs whose bounding-boxes do overlap and, consequently, have to be tested for intersection. The algorithm then proceeds to the second pass, and the GPU is now responsible for populating this array. Each thread processes again one pair of triangles, and if their bounding-boxes overlap, the thread inserts its pair into the array. The insertion is performed by employing another global counter (initially set to 0), which is also incremented employing the thread-safe \textit{atomicAdd} operation. This operation returns the value of the variable, and then increment it. This ensures each thread will insert a triangle into a different position of the array.

To perform these passes, the pairs each thread will be processing have to be carefully selected. Traversing the grid to create an array of pairs so
that each GPU thread would be responsible for processing a pair can be
unfeasible, as shown in our previous work [26]. In order to avoid this costly
pre-processing step, an approach for implicitly associating a thread with a
pair will be employed.

4.3. Implicit Thread Association

In [26] we presented three techniques for delegating work to be done by
the GPU threads when there is a large number of pairs of objects in a uniform
grid. The focus of that work was on intersecting segments against triangles,
but this delegation strategy can also be applied for the problem from this
case study.

In this paper we will employ the method which presented the best per-
formance to launch the threads in the two bounding-box filtering passes (on
the GPU). This subsection will describe this technique (details are available
in [26] ).

The idea is to launch the thread blocks such that threads in the same
block will always process the same uniform grid cell. Let $T_{1c}$ and $T_{2c}$ be the
number of triangles in meshes $T_1$ and $T_2$, respectively, which are contained
in the uniform grid cell $c$. If the algorithm is configured to launch $T_c$ threads
per CUDA block, $\lceil \frac{T_{1c} \times T_{2c}}{T_c} \rceil$ blocks will have to be launched to completely
process the pairs of triangles in $c$.

The following three arrays are created in order for each thread to deter-
mine which pair of triangle it is responsible for processing. For simplicity,
these arrays are initially created on the CPU and then copied to the GPU:

- $Cell[b]$: is the uniform grid cell being processed by block $b$.
- $First_{pair}[b]$ and $Last_{pair}[b]$ : represent the index of, respectively, the
  first and last pair of triangles being processed by block $b$.

To determine which pair $P$ (within the cell $Cell[b]$) of triangles the thread
with id $tid$ in block $b$ will process, the following expression is employed:
$P = tid + First_{pair}[b]$. Given a pair $P$ being processed by a CUDA block
$b$ in cell $C = Cell[b]$, then this pair consists in the triangles with indices
$P \% T_{2c}[C]$ (in mesh $T_2$) and $d \ P/T_{2c}[C]$ (in mesh $T_1$).

The following examples (adapted from [26]) illustrate how threads are
associated to the triangles they are processed:

Table 1 shows the distribution of triangles from two meshes in a uniform
with 4 cells. For example, cell 0 has 3 triangles from mesh $T_{1c}$ and 4 triangles
from cell $T_2c$ and, thus, 12 pairs of triangles will have to be evaluated for intersection in that cell.

If the algorithm is configured such that each CUDA block will have 4 threads, then 3 blocks will be required to process cell 0 and 2 blocks will be required to process the 6 pairs of triangles in cell 1. Therefore, 7 blocks will be required to process all the pairs.

Table 2 presents the arrays Cell, First_pair and Last_pair created for the uniform grid from Table 1. For example, a thread in block 1 will process the pairs 4, 5, 6, 7 and, thus, the third thread within that block will evaluate pair 6 for intersection (consisting of triangles $6/4 = 1$ from mesh $T_1$ and $6 \% 4 = 2$ from mesh $T_2$).

<table>
<thead>
<tr>
<th>Cell</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1c$</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$T_2c$</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Blocks</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Block</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>First_pair</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Last_pair</td>
<td>3</td>
<td>7</td>
<td>11</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Uniform grid cells.  
Table 2: GPU blocks of threads.  
Adapted from: [26]

This strategy balances the amount of work performed by each thread block, since all blocks are configured to process the same number of pairs of triangles (except for the last block processing a cell, which may evaluate fewer pairs).

The strategy presented in this subsection is employed for efficiently launch the kernels for counting the number of bounding-box overlaps, and also for creating the array of pairs to be tested for intersection.

Other strategies evaluated in [26], on the other hand, presented challenges such as load unbalance. For example, if each CUDA thread was configured to process one triangle $t$ from $T_1$ and test it for intersection against triangles from $T_2$ in the same uniform grid cells as $t$, the varying number of triangles in each cell could create thread divergence and load unbalance.

4.4. Intersection evaluation

The main step of the algorithm is evaluating intersection predicates with interval arithmetic. After the uniform grid indexing and bounding-box culling,
the result is an array (which is already located on the GPU memory) of potentially intersecting pairs of triangles. These pairs are, then, tested for intersection.

Two additional arrays are allocated on the GPU (with the same size as the array of pairs) in order to store the pairs of triangles that do intersect and the ones which resulted in interval failures.

After the arrays are allocated, a kernel is launched on the GPU in order to evaluate the pairs for intersection. Each thread evaluates the intersection of a pair of triangles \((t_1, t_2)\), testing its intersection by employing five 3D orientation predicates in order to verify if any edge of \(t_1\) intersects \(t_2\) (and vice-versa), as described in [29].

The intersecting pairs (and the ones whose intersections resulted in interval failures) are inserted into the resulting arrays by employing a global counter for each array. Thus, thread-safe `atomicAdd` operations are performed in order to ensure correctness.

Since one triangle may be inserted into two different uniform grid cells (since it may not be completely inside a cell), pairs of triangles may be tested for intersection more than once and, therefore, the resulting array of intersections may contain duplicates. These duplicates are removed in the next step of the algorithm.

4.5. Eliminating Duplicates and Performing Exact Re-evaluation

The resulting arrays of intersecting pairs of triangles and interval failures are sorted on the GPU by employing a parallel radix-sort algorithm and, then, the duplicates are removed. These two operations are performed with the `sort` and `unique` functions provided by the `Thrust` library [16].

These two arrays are, then, copied to the CPU memory. If the intersections were not needed on the CPU (for example, if the intersection computation was part of a bigger algorithm running on the GPU), this data transference would not be necessary (only the array with interval failures would need to be copied to the CPU).

The next step is to traverse the array with the pairs which resulted in interval failures and re-evaluate them using arbitrary precision rational numbers. Since the rationals are implemented on the CPU, the pairs are evaluated in parallel using OpenMP.

If the intervals are implemented using single-precision floating-point numbers, the post-processing time could be reduced by re-evaluating the arithmetic failures with double-precision and, then, using the rationals only for the
predicates that also led to failures with doubles. This idea of re-evaluating predicates with increasing precision in geometric predicates has been previously applied, for example, by Shewchuck [31].

The intersections detected in this step are, then, appended to the ones detected on the GPU.

5. Experiments

The fast algorithm for intersecting triangles was implemented on C++ and CUDA. It was evaluated on a dual Intel Xeon E5-2660 CPU at 2 GHz (3.2GHz Turbo Boost), 256 GB of RAM and a NVIDIA Quadro RTX 8000 GPU. Arbitrary-precision arithmetic was provided by the GMP library [13].

In all test cases a uniform grid with $100 \times 100 \times 100$ cells has been created. However, there are heuristics for automatically choosing a grid resolution basing on statistics about the input datasets [24, 3]. For example, the grid size could be determined as a function of the input size in a way that the expected number of pairs of edges per cell is a given constant. As shown by Magalhães et al. [24], the range of grid configurations with reasonable performance optimum is broad.

Experiments have been performed using meshes available in two public repositories. The Armadillo mesh was downloaded from the Stanford repository [36] and the other ones were downloaded from Thingi10K [39]. These meshes have been tetrahedralized using GMSH [12] before being employed in the experiments. Table 3 describes the dataset and Figure 3 illustrates it. As it can be seen, the size of these datasets ranged from 600 thousand to 8 million triangles. Figure 4 shows the interior of mesh 914686 after tetrahedralization, and Figure 5 shows two overlaid pairs of meshes employed in the experiments.

Differently from CPUs, GPUs typically have significantly more single-precision floating point units than double-precision (since they are mainly focused on applications where the lower precision of floats is acceptable) [33]. For example, the RTX 8000 GPU employed in these experiments have a peak single and double-precision performance of, respectively, 16 TFLOPs and 0.5 TFLOPs. Thus, we have also implemented a version of the GPU code employing intervals with single-precision floats in order to better utilize this computing power. As described in section 4.5, the arithmetic failures are firstly re-evaluated with double-precision intervals in the post-processing step and only predicates failing also in this second evaluation are processed with rationals.
Figure 3: Meshes employed in the experiments.
Figure 4: Mesh 914686 (left). The right figure illustrates its tetrahedralized interior (Source: [24]).

Figure 5: Examples of pairs selected for intersection tests. (a) Armadillo (red) and ArmadilloTranslated (white) (b) 260537 (red) and 914686 (white).
<table>
<thead>
<tr>
<th>Mesh id</th>
<th># vertices</th>
<th># triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>914686</td>
<td>66,166</td>
<td>605,279</td>
</tr>
<tr>
<td>260537</td>
<td>67,265</td>
<td>664,101</td>
</tr>
<tr>
<td>68380</td>
<td>106,955</td>
<td>1,066,547</td>
</tr>
<tr>
<td>Armadillo</td>
<td>340,043</td>
<td>3,377,086</td>
</tr>
<tr>
<td>518092</td>
<td>603,116</td>
<td>5,937,604</td>
</tr>
<tr>
<td>461112</td>
<td>841,883</td>
<td>8,494,878</td>
</tr>
</tbody>
</table>

Table 3: Number of vertices and triangles in the meshes employed in the experiments.

The following listing contains the 3 implementations evaluated in the experiments:

- **CPU**: sequential CPU implementation employing arithmetic filters using double-precision intervals (provided by the CGAL Interval_nt class [34]). This is the baseline implementation.

- **GPUDouble**: parallel GPU implementation using double-precision intervals implemented as described in this paper.

- **GPUFloat**: the same implementation as GPU double, but employs single-precision floats in the intervals.

5.1. Experiments on the RTX 8000 GPU

Tables 4 and 5 present the results obtained during the intersection of triangles from pairs of the input meshes. We assume the uniform grid index is already created and loaded in the CPU memory.

The pre-processing time includes accessing the index and performing bounding-box tests in order to cull the number of triangles actually tested for intersection. Considering the GPUs version, this time also includes processing the uniform grid in order to distribute the work to the threads (as described in section 4.3).

The intersection time only includes evaluating pairs of triangles for intersection using interval arithmetic.

Post-processing time includes sorting the pairs of intersecting triangles in order to remove duplicates and re-evaluating (on the CPU) the computations whose intervals failed.
The memory transference time is the total time for transferring the input, intermediate and output data between the CPU and GPU.

Finally, the last three rows of each table includes the numbers of, respectively, bounding-box tests performed by the algorithm, intersection tests (i.e., this is the number of pairs of triangles whose bounding-boxes do intersect) and actual number of intersections reported by these tests.

Considering the CPU version of the algorithm, the bottleneck in all test cases was testing pairs of triangles for intersection with the intervals. In this step, GPUDouble achieved a speedup ranging from $50 \times$ to $63 \times$, while GPUFloat achieved up to $1936 \times$ of speedup. This performance difference is consistent with the difference in the peak floating-point computing power of the RTX 8000 GPU.

The good performance of the GPU algorithms in this step can be explained because they are compute-intensive, using 3D vector operations such as subtraction and mixed-product.

In all test-cases with GPUFloat, the bottleneck was the memory transference operations. More than 80% of the total memory transfer time was used for sending the uniform grid, the triangles and the auxiliary arrays used for the implicit thread association to the GPU, in the beginning of the algorithm. Indeed, if memory operations were not considering during the evaluation, the best total speedup would have been $731 \times$ instead of $414 \times$. Thus, applications not requiring frequent data transference between the CPU and GPU could benefit even further from our method.

The worst total speedup of GPUFloat was $127 \times$ happened with the Armadillo datasets. This step had the lowest percentage of pairs of triangles (selected by the index) whose bounding-boxes do intersect. Indeed, only 21% of the pairs of bounding-boxes filtered by the uniform grid do intersect, as opposed to 55%, 58% and 77% (which was associated to the best total speedup) in the other tests cases. As a result, in this dataset 21% of the pairs of triangles selected at the indexing step reaches the intersection computation step (the most time-consuming one in the CPU and the one with the best parallel speedup), which reduces the total speedup.

Concerning the two GPU implementations, their performance was similar considering the memory transference and pre-processing steps (in the worst case GPUDouble was 10% slower than GPUFloat in these steps). The higher post-processing time of GPUFloat can be explained because of the lower precision of floats, which leads to more interval failures, requiring more intersections to be re-evaluated with doubles and rationals on the CPU.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>260537 vs 914686</th>
<th>68380 vs 914686</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>GPU Double</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>Time (s)</td>
</tr>
<tr>
<td></td>
<td>Speedup</td>
<td>Speedup</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>1.13</td>
<td>0.05</td>
</tr>
<tr>
<td>Intersection</td>
<td>55.59</td>
<td>1.09</td>
</tr>
<tr>
<td>Post-processing</td>
<td>0.89</td>
<td>0.02</td>
</tr>
<tr>
<td>Memory transference</td>
<td>-</td>
<td>0.14</td>
</tr>
<tr>
<td>Total time</td>
<td>57.62</td>
<td>1.29</td>
</tr>
<tr>
<td>#bounding-box tests</td>
<td>109.1 x 10^6</td>
<td>152.1 x 10^6</td>
</tr>
<tr>
<td>#intersection tests</td>
<td>59.5 x 10^6</td>
<td>88.6 x 10^6</td>
</tr>
<tr>
<td>#intersections</td>
<td>14.0 x 10^6</td>
<td>21.2 x 10^6</td>
</tr>
</tbody>
</table>

Table 4: Times (in seconds) spent by the intersection tests between meshes 260537 vs 914686 and 68380 vs 914686. Columns Speedup shows the speedup of the corresponding GPU version of the algorithm when compared against the CPU one.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Armadillo vs ArmadilloTranslated</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method:</strong></td>
<td><strong>CPU</strong></td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>2.48</td>
</tr>
<tr>
<td>Intersection</td>
<td>67.49</td>
</tr>
<tr>
<td>Post-processing</td>
<td>1.05</td>
</tr>
<tr>
<td>Memory transference</td>
<td>-</td>
</tr>
<tr>
<td>Total time (s)</td>
<td>71.03</td>
</tr>
<tr>
<td>#bounding-box tests</td>
<td></td>
</tr>
<tr>
<td>#intersection tests</td>
<td></td>
</tr>
<tr>
<td>#intersections</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>461112 vs 518092</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method:</strong></td>
<td><strong>CPU</strong></td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
</tr>
<tr>
<td>Pre-processing</td>
<td>7.11</td>
</tr>
<tr>
<td>Intersection</td>
<td>474.56</td>
</tr>
<tr>
<td>Post-processing</td>
<td>1.33</td>
</tr>
<tr>
<td>Memory transference</td>
<td>-</td>
</tr>
<tr>
<td>Total time (s)</td>
<td>482.99</td>
</tr>
<tr>
<td>#bounding-box tests</td>
<td></td>
</tr>
<tr>
<td>#intersection tests</td>
<td></td>
</tr>
<tr>
<td>#intersections</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Times (in seconds) spent by the intersection tests between meshes Armadillo vs ArmadilloTranslated and 461112 vs 518092. Columns Speedup shows the speedup of the corresponding GPU version of the algorithm when compared against the CPU one.
<table>
<thead>
<tr>
<th>Method</th>
<th>Method</th>
<th>CPU</th>
<th>CPU*</th>
<th>GPUD</th>
<th>GPUD*</th>
<th>GPUF</th>
<th>GPUF*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>1.13</td>
<td>1.14</td>
<td>0.05</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Intersection</td>
<td>55.59</td>
<td>100.50</td>
<td>1.09</td>
<td>2.03</td>
<td>0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Post-processing</td>
<td>0.89</td>
<td>0.90</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Memory transf.</td>
<td>-</td>
<td>-</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Total time</td>
<td>57.62</td>
<td>102.54</td>
<td>1.29</td>
<td>2.22</td>
<td>0.25</td>
<td>0.26</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Times (in seconds) spent by the different versions of the algorithms for intersecting a pair of meshes. The methods labeled with * do not employ a bounding-box culling. GPUD. and GPUF. represent, respectively, the \texttt{GPUDouble} and \texttt{GPUFloat} methods.

Considering the experiments where meshes 461112 and 518092 were intersected, for example, the post-processing time of 0.05s for \texttt{GPUFloat} was composed of 0.01s for sorting the resulting intersections and removing duplicates, 0.003s for filtering the pairs of triangles whose intersection computations had interval failures and 0.039s for re-evaluating the interval failures with doubles. In this experiment, only 0.01% of the intersection tests led to failures and the results with double precision were computed successfully (thus, rationals were not necessary). \texttt{GPUDouble} and \texttt{CPU}, on the other hand, had no filter failure and, thus, only spent time sorting the results to remove duplicates.

Considering all the experiments, in the worst case (intersection of meshes 68380 and 914686), only 0.001% of the intersection tests had to be performed with rationals.

Table 6 compares the 3 implementations against versions without the bounding-box culling. As it can be seen, detecting intersection was 80%, 86% and 25% slower when no bounding-box filtering was performed in, respectively, the \texttt{CPU}, \texttt{GPUDouble} and \texttt{GPUFloat} methods, while there was no significative difference in the other steps. As shown in Tables 4 and 5, in this test case the number of intersection tests when no bounding-box filtering is employed was 83% larger (109 \times 10^6 versus 59.5 \times 10^6).

5.2. Experiments on a lower-end computer

We also performed experiments on another computer with a NVIDIA 1070 Ti GPU (8 GB of RAM), AMD Ryzen 5 1600 CPU 3.2 GHz (12 hyperthreads), 16GB of RAM in order to evaluate the proposed technique on
Dataset 68380 x 914686

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU Time (s)</th>
<th>GPUDouble Time (s)</th>
<th>Speedup</th>
<th>GPUFloat Time (s)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>1.24</td>
<td>0.09</td>
<td>14</td>
<td>0.10</td>
<td>13</td>
</tr>
<tr>
<td>Intersection</td>
<td>82.24</td>
<td>2.62</td>
<td>31</td>
<td>0.20</td>
<td>407</td>
</tr>
<tr>
<td>Post-processing</td>
<td>1.39</td>
<td>0.04</td>
<td>32</td>
<td>0.04</td>
<td>31</td>
</tr>
<tr>
<td>Memory transf.</td>
<td>-</td>
<td>0.19</td>
<td>-</td>
<td>0.19</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>84.86</td>
<td>2.94</td>
<td>29</td>
<td>0.54</td>
<td>158</td>
</tr>
</tbody>
</table>

Table 7: Times (in seconds) spent by the different versions of the algorithms for intersecting a pair of meshes. The GPU algorithms were evaluated on a GeForce GTX 1070 Ti GPU. Columns Speedup shows the speedup of the corresponding GPU version of the algorithm when compared against the CPU one.

lower-end GPU. Table 7 presents the results for a pair of meshes. The biggest difference was in the intersection step, whose time increased from 0.05s to 0.20s when compared against the time on the RTX 8000 GPU. Because of the data transference operations and sequential steps of the algorithm, the difference in the total running-time (for GPUFloat) is smaller (the total time increased from 0.41s to 0.54s on the lower-end GPU).

Even though, as expected, the running-time on the lower-end GPU is higher than on the RTX 8000 GPU, the performance difference when compared against the CPU implementation is still high. For example, GPUFloat achieved speedups of, respectively, 407× and 158× for the intersection and total times when compared against CPU.

6. Conclusions and future work

We proposed the use of GPUs to accelerate the evaluation of exact geometric predicates filtered with intervals of floating-point numbers. The idea is to evaluate the predicates using interval arithmetic on the GPU. The (few) results that could not be guaranteed to be correct are, then, re-evaluated on the CPU using arbitrary-precision rationals.

As a proof of concept, a parallel algorithm for detecting intersections of red and blue triangles has been implemented. Because of the high computing power of the GPU for processing floating-point numbers, a speedup of up to 1936 times (when compared against the sequential version) was obtained in
the evaluation of the predicates (the speedup of the algorithm was up to 414 times if the total running-time was considered).

The obtained performance and exactness makes this technique applicable for interactive applications (particularly on the fields of CAD, GIS, computational geometry, and 3D modeling).

As future work, we intend to apply this technique to other problems such as convex hull computation, 2D and 3D point location and boolean operations on meshes. Applications whose bottleneck is the evaluation of predicates could particularly present a better speedup.

Also, we intend to further improve the performance of the predicates. For example, a significant overhead is related to the communication between the CPU and the GPU. Reducing this communication (e.g., by moving the combinatorial part of the algorithms to the GPU) could lead to a performance improvement.

Finally, testing this technique in other architectures is also a future work: for example, high-end Xeon processors are MIMD (*Multiple Instruction, Multiple Data*) processors (making it easier to port the combinatorial components of the algorithms to them). At the same time, these devices have a high parallel computing power for processing floating-point numbers (thanks to wide *Single Instruction, Multiple Data* - SIMD instructions in the individual cores). Thus, we believe both algorithms and exact geometric predicates could be accelerated on these devices using these instructions (keeping both in the same device would reduce the communication overhead).
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